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I. INTRODUCTION

II. BACKGROUND

A. Deep Learning

Deep learning is a subfield of machine learning that is
inspired by the structure and function of the brain, specifically
the neural networks that make up the brain. It involves training
artificial neural networks on a large dataset, allowing the
network to learn and make intelligent decisions on its own.
Deep learning has been highly successful in a variety of
applications, such as image and speech recognition, natural
language processing, and even playing board games. It has
outperformed traditional machine learning techniques in these
areas due to its ability to learn and represent complex patterns
in data.

The basic building block of a deep learning model is the
artificial neuron, which is inspired by the biological neuron in
the brain. These artificial neurons are organized into layers,
with each layer learning to recognize a particular pattern or
feature in the data. The first layer might learn to recognize
simple features, such as edges or shapes, while the second
layer might learn to recognize more complex patterns using the
features learned by the first layer. This hierarchical structure
allows deep learning models to learn and represent increas-
ingly complex patterns in the data.

One of the key aspects of deep learning is the use of
large labeled datasets to train the model. This allows the
model to learn the relationships between the input data and
the desired output, allowing it to make predictions on new,
unseen data. Deep learning has also been successful due to the
development of efficient algorithms and hardware specifically
designed for training large neural networks. This has allowed
for the creation of deeper and more complex models, leading
to even better performance on a variety of tasks.

Overall, deep learning has revolutionized the field of ma-
chine learning and has led to significant advances in a variety
of applications. It has the potential to continue to drive
innovation and lead to new breakthroughs in the future.

B. Kemonomimi

The term Kemonomimi comes from the two japanese words
for beast/animal (kemono) and ear (mimi), and is a term

Fig. 1. Furry chart with kemonomimi on the far left.

that refers to characters or people with animalistic features,
such as cat or bunny ears. These features can include ears,
tails, horns, fangs, and whiskers, and may be accompanied
by different color patterns. It is important to note that ke-
monomimi should not be confused with the term ”furry,”
which refers to a subculture of people who enjoy dressing up
as anthropomorphic animals. Figure 1 illustrates the distinction
between kemonomimi and furry.

One of the unique features of kemonomimi is the ability to
blend human and animal traits in a single character. This com-
bination can convey a variety of meanings and themes, depend-
ing on the specific animal characteristics that are chosen. For
example, a character with cat ears may be portrayed as cunning
and agile, while a character with bunny ears may be depicted
as cute and energetic. In addition to the symbolic meanings
of different animal traits, kemonomimi characters may also
be used to create a sense of otherness or otherworldliness,
as they challenge the traditional boundaries between humans
and animals. This can be particularly appealing in the context
of fictional worlds or fantastical settings. Overall, the use of
kemonomimi adds a rich layer of meaning and symbolism to
characters and can contribute to the immersive quality of a
story or work of art.

In this study, we will focus on five specific categories
of kemonomimi: nekomimi (cat), inumimi (dog), usagimimi
(bunny), okamimimi (wolf), and kitsunemimi (fox). We will
primarily examine the ear feature of these characters, although
we will also consider the presence of tails. It is worth noting
that some characters may not have authentic animal ears on
their head, but may instead be wearing a headband with



attached ears. Similarly, some characters may possess both
human and animal ears. In this study, we will include all types
of kemonomimi in our analysis, although we plan to explore
the detection of animal ear headbands as a topic for future
work (see Section VI-B).

III. METHOD

The goal of this study is to determine if a model trained
on low resolution images (thumbnails) can make accurate
predictions on high resolution images (originals). To achieve
this, we will use a dataset of images that includes both low
resolution thumbnails and high resolution originals. The model
will be trained on the thumbnails and tested on the high
resolution images to determine its performance. We will use a
variety of evaluation metrics, such as accuracy and precision,
to measure the model’s performance on each challenge.

Our study can be broken down into three challenges. The
first challenge is to determine whether the model can dis-
tinguish between kemonomimi and non-kemonomimi images.
The second challenge is to determine whether the model can
differentiate between two types of kemonomimi. For example,
we might want to know if the model can correctly identify
images of nekomimi (cat ears) versus images of usagimimi
(bunny ears). To test this, we will present the model with a
series of images that contain either nekomimi or usagimimi
features, and evaluate its ability to correctly classify each
image. Finally, the third challenge is to determine whether the
model can correctly classify multiple types of kemonomimi.

Overall, the results of this study will provide insights into
the capabilities of deep learning models when applied to the
task of kemonomimi classification, and will help to identify
any potential limitations or challenges in using low resolution
images for training. This information can inform the devel-
opment of future models and improve our understanding of
the usefulness of low resolution images for machine learning
tasks.

A. Data Collection

The Gelbooru API is a powerful tool for collecting large
amounts of data from an anime image board of the same
name1. The API allows developers to access a vast repository
of images and metadata associated with those images, making
it an ideal resource for building labeled datasets for deep
learning applications.

To efficiently collect data using the Gelbooru API, we
implemented a web scraper that is able to search for specific
tags and retrieve a large number of images that match those
tags. For example, we might search for the tag ”nekomimi” to
retrieve a dataset of images that contain cat ears, or we might
search for the tag ”kemonomimi” to retrieve a more general
dataset of images with animalistic features.

Instead of labeling each image, we sorted the images into
folders using the tags as names. For example, all images
with the ”nekomimi” tag would be placed in a folder called

1https://gelbooru.com/

”nekomimi,” and all images with the ”usagimimi” tag would
be placed in a folder called ”usagimimi.” This allowed us
to easily and efficiently organize the images into distinct
categories.

Overall, the Gelbooru API is a valuable resource for col-
lecting large, labeled datasets for deep learning applications.
Its powerful search capabilities and rich metadata make it an
efficient and effective tool for building datasets that can be
used to train and evaluate machine learning models.

B. fast.ai

Fast.ai is a research institute and online education platform
that was founded in 2017. One of the key contributions of
fast.ai is the development of the fastai library, which is a high-
level interface for PyTorch. PyTorch is a powerful and flexible
deep learning framework that offers a number of advanced
features, such as support for distributed training and automatic
differentiation. By using the fastai library, practitioners can
take advantage of these features without having to deal with
the complexity of PyTorch itself.

The fastai library is designed to make the process of
building and training deep learning models more intuitive
and efficient. It provides a number of useful functions and
abstractions that allow practitioners to easily build and train
models without having to worry about the underlying technical
details. For example, the library includes functions for loading
and preprocessing data, creating and training models, and
evaluating model performance.

IV. IMPLEMENTATION

All code is open source and can be found on GitWeb2

V. RESULTS

A. Training on Thumbnails

Compare accuracy of two models, one training on original
images and the other training on the thumbnails.

B. Inter-Distinguishability of Kemonomimi

Kemonomimi VS Non-Kemonomimi

C. Intra-Distinguishability of Kemonomimi

Kemonomimi VS Kemonomimi

D. Kemonomimi Multi-classifier

VI. DISCUSSION

A. Limitations

B. Future Work

VII. CONCLUSION

2https://git.hentai-ai.org


